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Before we start ...

How’s everyone doing?

Any questions from previous sessions?




Goals today...

- What is ‘Natural Language Processing (NLP)?

- Introduction to an interdisciplinary field

- Why do we need NLP?
- Applications and Challenges

- Different ways of modeling language
- Bag of Words, Causal Language Modeling, etc.

- Embeddings




What is Natural Language Processing?




What is Natural Language Processing?

It enables computers to understand, interpret and
respond to human language.




What is Natural Language Processing?

It enables computers to understand, interpret and
respond to human language.

- Computer Science, Artificial intelligence,
Machine learning




What is Natural Language Processing?

It enables computers to understand, interpret and
respond to human language.

- Linguistics, Social Science




Why ‘natural language’? What other kind
of language is there?




Why ‘natural language’? What other kind

of language is there?

Natural Language

"I saw her duck."

Source: https://www.thoughtco.com/ambiguity-language-1692388




Why ‘natural language’? What other kind
of language is there?

Natural Language Computer Language

Coder(BaseHuman):

_init_ ( )is
coffee.strength++
env.update()
env.theme = DARK

day( ):
.eat(1*hrs)
.code(12*hrs)
.eat(1*hrs)
.debug(4*hrs)
time.sleep(6*hrs)

"I saw her duck."

Source: https:/www.thoughtco.com/ambiguity-language-1692388
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Why ‘natural language’? What other kind
of language is there?

Natural Language Computer Language
Used for everyday » Used for instructing
communication between computers to perform
people specific tasks

1




Why ‘natural language’? What other kind
of language is there?

Natural Language Computer Language
Used for everyday » Used for instructing
communication between computers to perform
people specific tasks
Developed naturally « Systematically designed
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Why ‘natural language’? What other kind
of language is there?

Natural Language Computer Language
» Used for everyday » Used for instructing
communication between computers to perform
people specific tasks
 Developed naturally « Systematically designed
« Complex and ambiguous * Precise and unambiguous




Why ‘natural language’? What other kind
of language is there?

Natural Language Computer Language

» Used for everyday » Used for instructing
communication between computers to perform
people specific tasks

 Developed naturally « Systematically designed

« Complex and ambiguous * Precise and unambiguous

« Highly nuanced and « Limited in functionality
flexible and expressiveness
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NLP is everywhere

R . |

SPAM FiLTER

around us!
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NLP is everywhere around us!

English French

Canlgeta X Puis-je avoir un
croissant, please? croissant, s'il vous

plait ?
SPAM FILTER
0
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NLP is everywhere around us!

English

Canlgeta X Puis-ie avoir un
croissant, please? cro

pla
SPAM FILTER

Hey Siri

O

-
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NLP is everywhere around us!

English French

Canlgeta X Puis-ie avoir un
croissant, please? cro
pla

SPAM FILTER y <
Hey Siri

O

-
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NLP is everywhere around us!

SPAM FILTER

English

Canlgeta
croissant, please?

My experience
so far has been
fantastic!

POSITIVE

French

Puis-ie avoir un

cro
pla

&
The productis
okl guess

Your supportteam is
useless

NEGATIVE

19

# Mila



NLP is everywhere around us!

French

Puis-ie avoir un
cro

montreal weather
Q

’ ‘a 27°C Thu - Montreal

-“!l! montreal museum of fine arts
_?f.!! The Montreal seum of Fine Arts - 1380 Rue Sherbrooke O, Montréal,

O, montreal news

Mor -Pierre Elliott Trudeau International Airpo Bd Roméo Vachon Nord (Arrivées),
C

=.‘._ montreal airport
et !

? montreal underground city The productis

réal Underground City - 747 Rue du Square toria #247, Montreal, QC
Q. montreal gazette okl guess

Montreal Canadiens

Ice
O, montreal metro map

Q. montreal temperature

Q. montreal weather hourly

Your supportteam is

useless

NEGATIVE
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NLP is everywhere around us!

French

GOogle Puis-ie avoir un

montreal |

montreal weather
[+]
‘% 27 C Thu - Montreal, QC

montreal museum of fine arts
The Montreal Museum of Fine Arts - 1380 Rue Sherbrooke

morning man morning night

Good Goodnight Goodnight
montreal news 3 2 3 4 5 6 7 8

montreal airport CI W € r t y u |
Montréal-Pierre Elliott Trudeau International Airport - Bd Roi

Dorval, QC

montreal underground city a2l Bs | ikl Bf: g h i a1 Bs | liclll [BF g h i k

@ Montréal Underground City - 747 Rue du Square-Victoria #.

4 5 8

o p q1w2e3rty iogp0

treal tt
monreagazo? zxcvbnm zxcvbnm
Montreal Canadiens

Ice hockey team 3
montreal metro map 23 @ . ! ®

montreal temperature

montreal weather hourly Next word prediction




Types of Sequence Modeling

C JC I
T
. JC ) [ l
many-to-one one-to-many
) G CcJCIC

Figure: Sebartan Raschia, Varid Mirisil. Athon
Machine Laarning. 3rd Edition. Birmingham, UK: Packt
Publsting 2019

many-to-many many-to-many
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Types of Sequence Modeling

Example: Text

many-to-one one-to-many

Classification
% A i ;
. Jc JC

1 1 C_ JC I

)

Figure: Sebartan Raschia, Varid Mirisil. Athon
Machine Laarning. 3rd Edition. Birmingham, UK: Packt
Publsting 2019

many-to-many many-to-many
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Types of Sequence Modeling

C I

Example: Text ] Example: Image
Classification Captioning
0
) N

many-to-one one-to-many

1 1 cC JCIOC

Figure: Sebartan Raschia, Varid Mirisil. Athon
Machine Laarning. 3rd Edition. Birmingham, UK: Packt
Publsting 2019

many-to-many many-to-many
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Types of Sequence Modeling

C I

Example: Text ] Example: Image
Classification Captioning
0
) N

many-to-one one-to-many

1 1 cC JCIOC

Example: Text to
Speech

Figure: Sebartan Raschia, Varid Mirisil. Athon
Machine Laarning. 3rd Edition. Birmingham, UK: Packt
Publsting 2019

many-to-many many-to-many
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Types of Sequence Modeling

Example: Text
Classification

A
D N

many-to-one

) I

Example: Text to
Speech

C I I

Example: Image
Captioning

one-to-many

|

Example: Machine
Translation

A
(D | G | G

Figure: Sebartan Raschia, Varid Mirisil. Athon
Machine Laarning. 3rd Editon. Birmingham, UK: Packt
Publsting 2019

many-to-many

many-to-many
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Challenges in NLP




Challenges of NLP: Phrasing Ambiguity

You want me to
get you a taxi or
tell you you're a

Call me a taxi,

Source: https://blueskiesconsulting.com/how-well-do-you-handle-ambiguity-on-a-project/
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Challenges of NLP: Words with Multiple

Meanings

If they're Latin, they're
consonants. If they're

Maybe they're
<.®. from the Garment
bong N District.

C >
> K

© Tohn Atkinson, Wrong Hands « gocomics.com/wrong-hands « wronghands1.com
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Challenges of NLP: Mispethings
Misspellings




Challenges of NLP: New Vocabulary

XA
Hey! I'm Emma, your personal Al language teacher.
Ask me anything, or click on a topic below:

) 0

wagwarn emma, big up yourself

31
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Challenges of NLP: Specialized
Terminology

A [2yeariold Gl with known HYPErAGEIURABIILY.

presented to the emergency department with a 2-week

conduction on the right. Ma
head revealed severe structural defects of the Fight' petrous

femporalbone. N8 indication of EEFEBrAlRTAICHON.

0,
poktied



Challenges of NLP: Tone of Voice

E JD Scott ¥ 2 Follow
4 MrdDScott

My favorite thing to do at 4am is go to the
airport. How about you?

33




Challenges of NLP: Understanding
Context

It’s raining cats and
dogs!

Source:
https:/medium.com/@InsightfulScribbler/the-curious-history-of-raining-cats-and-dogs-and
-interesting-rainy-weather-idioms-from-other-33709f6b7884
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Challenges of NLP: Code Switching

Want to help me make SV
un castillo? iSil Let's make a castle

grande!

Source: https:/www.theinformedslp.com/review/a-little-bit-of-this-un-poquito-of-that
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Terminology




NLP, NLU and NLG
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NLP, NLU and NLG

It enables computers
to understand and
interpret human
language.
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NLP, NLU and NLG

It enables
computers to
respond,
manipulate and
generate human
language.

NLU

Natural Language It enables computers

Understanding to understand and
interpret human
language.

39
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Syntax

sentence structure and grammar rules

Subject/Verb Phrase

Prepositional Phrase

Noun Phrase Noun Phrase

Article Noun Verb Prep. Article Noun

| | A - |
The cat sat on the mat.

Syntax: the arrangement of words in a sentence

The man walks the dog. The dog walks the man.

Source: https:/www.youtube.com/watch?v=l3mbNkIEcYM
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Parsing

extracting syntax from a sentence

1. Initial stage 2. Second production 3. Matching the
S S
NP vP NP vP
Det N Det N
the
the
4. Cannot match man 5. Completed parse 6. Backtracking
S S s
NIP\\.'P NMP NP P
Det W oh \‘INP\PP nh \%p
' A g N
| [
Det N "i" N
Ihe _____________________________________________ lhedogsawarnanmn!epavk ....... mdagsaw ...... e me .........
th dog a th F o

Source: https:/www.nltk.org/book/ch08.html o



Semantics

meaning of a word

-

apple

Jl ‘ l||

/
7

L

b

Word Semantic

pen a writing tool

pen a livestock’s enclosure

pen a portable enclosure for a baby
pen a correctional institution

pen a female swan

42




Pragmatics

meaning of a word in context of the sentence

It’s hot in here, can you crack a window?

43
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Morphology

the study of how words are formed

un

reach able

“able fo”

dis

“away”

tract

“pull, drag”

ion s

“state of”  plural

“together” llbul|d” ﬂact of”

Construction means the act of building things together.
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Tokenization

splitting text into smaller units (words, phrases, roots, etc.)

“We love NLP'

|

Tokenization

nen anen \NLPn 2 wn

“Next week, we’re coming from U.S.!”

Next

week

!

we

‘re

coming

from

u.s.

I8
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Tokenization
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Byte Pair Encoding (BPE Tokenization)




Byte Pair Encoding (BPE Tokenization)

low
lower
lowest
new
newest
wider
widest
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Byte Pair Encoding (BPE Tokenization)

low=1l+0+w
lower=1l+o0+w+e+r
lowest=1l+o0o+w+e+s+t
new=n+e+w
newest=n+e+w+e+s+t
wider=w+i+d+e+r
widest=w+i+d+e+s+t

Tokens: l, 0o, w, e, , s, t, n,i,d
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Byte Pair Encoding (BPE Tokenization)

low=1l+0+WwW
lower=l+0+w+e+r
lowest=l+o0o+w+e+s+t
new=n+e+w
newest=n+e+w+e+s+t
wider=w+i+d+e+r
widest=w+i+d+e+s+t

Tokens: l, 0o, w, e, , s, t, n,i,d

l+ o> 3 times
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Byte Pair Encoding (BPE Tokenization)

low=1l+0+w
lower=1l+o0+w+e+r
lowest=1l+o0o+w+e+s+t
new=n+e+w
newest=n+e+w+e+s+t
wider=w+i+d+e+r
widest=w+i+d+e+s+t

Tokens: l, 0o, w, e, , s, t, n,i,d

l+ o> 3 times
o+ w > 3 times
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Byte Pair Encoding (BPE Tokenization)

low=1l+0+w l+ o> 3 times
lower=1l+o0+w+e+r o+ w > 3times
lowest=l+o0o+w+e+s+t W + e > 3 times

new=n-+e+w
newest=n+e+w+e+s+t
wider=w+i+d+e+r
widest=w+i+d+e+s+t

Tokens: l, 0o, w, e, , s, t, n,i,d
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Byte Pair Encoding (BPE Tokenization)

low=1l+0+w l+ o= 3 times
lower=1l+o0+w+e+r o+ w = 3 times
lowest=1l+o0o+w+e+s+t w + e = 3 times
new=n-+e+w e+r->2times
newest=n+e+w+e+s+t e +s - 3 times
wider=w+i+d+e+r s +t-> 3 times
widest=w+i+d+e+s+t n+e-=>2times

e +w=> 2 times
w+i-=>2times
i+d->2times

Tokens: |, 0, w, e, r,s,t, n,i d d+e>2times




Byte Pair Encoding (BPE Tokenization)

low=1l+o0+w L+ o= 3times
lower=1l+o0+w+e+r o+ w = 3 times
lowest=1l+o0o+w+e+s+t w + e = 3 times
new=n-+e+w e+r->2times
newest=n+e+w+e+s+t e +s - 3 times
wider=w+i+d+e+r s +t-> 3 times
widest=w+i+d+e+s+t n+e-=>2times

e +w=> 2 times
w+i-=>2times
i+d->2times

Tokens: |, 0, w, e, r,s,t, n,i d d+e>2times




Byte Pair Encoding (BPE Tokenization)

low =lo +w
lower=lo+w+e+r
lowest=lo+w+e+s+t
new=n+e+w
newest=n+e+w+e+s+t
wider=w+i+d+e+r
widest=w+i+d+e+s+t

Tokens: l, 0, w, e, 1, s, t, n, i d, lo
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Byte Pair Encoding (BPE Tokenization)

low =lo +w lo + w = 3 times
lower=lo+w+e+r w + e = 3 times
lowest=lo+w+e+s+t e +r > 2times
new=n-+e+w e +s - 3 times
newest=n+e+w+e+s+t s +t-> 3 times
wider=w+i+d+e+r n+e->2times
widest=w+i+d+e+s+t e +w > 2times

w+i—=>2times
i+d->2times

. + 2 1
Tokens: |, o, w, e, 1, s, t,n, i, d, lo d+e -2 times




Byte Pair Encoding (BPE Tokenization)

low =lo +w lo +w= 3 times
lower=lo+w+e+r w + e = 3 times
lowest=lo+w+e+s+t e +r > 2times
new=n-+e+w e +s - 3 times
newest=n+e+w+e+s+t s +t-> 3 times
wider=w+i+d+e+r n+e->2times
widest=w+i+d+e+s+t e +w > 2times

w+i—=>2times
i+d->2times

. + 2 1
Tokens: |, o, w, e, 1, s, t,n, i, d, lo d+e -2 times




Byte Pair Encoding (BPE Tokenization)

low = low
lower = low + e +r
lowest = low + e + s + t
new=n+e+w
newest=n+e+w+e+s+t
wider=w+i+d+e+r
widest=w+i+d+e+s+t

Tokens: l, 0, w, e, r, s, t, n, i, d, lo, low

58




Byte Pair Encoding (BPE Tokenization)

low = low
lower = low + e +r
lowest = low + e + s + t
new=n+e+w
newest=n+e+w+e+s+t
wider=w+i+d+e+r
widest=w+i+d+e+s+t

Tokens: L, 0, w, e, 1, s, t, n, i, d, lo, low

low + e & 2 times
w+ e > 1times
e+r->2times
e +s - 3 times
s +t-> 3 times
n+e->2times
e+ w-=>2times
W+ i->2times
i+d-=>2times
d+ e > 2times




Byte Pair Encoding (BPE Tokenization)

low = low low + e & 2 times
lower = low + e +r w + e = 1times
lowest = low + e + s + t e +r > 2times
new=n+e+w e +s = 3times
newest=n+e+w+e+s+t s +t-> 3 times
wider=w+i+d+e+r n+e->2times
widest=w+i+d+e+s+t e +w > 2times

w+i—=>2times
i+d->2times

N .
Tokens: |, 0, w, e, 1, s, t, n, i, d, lo, low d+e > 2times




Byte Pair Encoding (BPE Tokenization)

After a few steps...




Byte Pair Encoding (BPE Tokenization)

low = low

lower = low + er
lowest = low + est
new = new

newest = new + est
wider = wid + er
widest = wid + est

Tokens: l, 0, w, e, 1, s, t, n, i, d, lo, low,
es, est, er, ne, new, wi, wid
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Byte Pair Encoding (BPE Tokenization)

low = low newer = new + er

lower = low + er wide = wid + e

lowest = low + est

new = new

newest = new + est

wider = wid + er lost=lo+s +t

widest = wid + est worst=w+o+r+s+t

wise =wi+s+e

Tokens: l, 0, w, e, 1, s, t, n, i, d, lo, low,
es, est, er, ne, new, wi, wid
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Before Tokenization: Text Preprocessing

e Lower Casing: |OOK at that DUck! - look at that duck!
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Before Tokenization: Text Preprocessing

e Lower Casing: |OOK at that DUck! - look at that duck!
e Removing punctuations, stop words, special characters, etc.:
Holy sh!t, look at that duck!!! - look duck
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Before Tokenization: Text Preprocessing

e Lower Casing: |OOK at that DUck! - look at that duck!
e Removing punctuations, stop words, special characters, etc.:
Holy sh!t, look at that duck!!! - look duck

e Normalization and Spell Correction: U.K., UK, U K - United
Kingdom
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Before Tokenization: Text Preprocessing

e Lower Casing: |OOK at that DUck! - look at that duck!

e Removing punctuations, stop words, special characters, etc.:
Holy sh!t, look at that duck!!! - look duck

e Normalization and Spell Correction: U.K., UK, U K - United
Kingdom

e Stemming and Lemmatization: running - run
fast, faster, fastest - fast
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Before Tokenization: Text Preprocessing

e Lower Casing: |OOK at that DUck! - look at that duck!

e Removing punctuations, stop words, special characters, etc.:
Holy sh!t, look at that duck!!! - look duck

e Normalization and Spell Correction: U.K., UK, U K - United
Kingdom

e Stemming and Lemmatization: running - run
fast, faster, fastest - fast

68




Modeling Language




Bag of Words

Order of the words doesn’t matter, only their occurrence matters.
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Bag of Words

Order of the words doesn’t matter, only their occurrence matters.

it 6

| 5
I love this movie! It's sweet, the 4
but with satirical humor. The always loveo!t to 3

: : : it 0

dialogue is great and the e whimsical it and 3
adventure scenes are fun... seen 2
It manages to be whimsical yet 1
and romantic while laughing would 1
at the conventions of the whimsical 1
fairy tale genre. | would ‘ ‘ times 1
recommend it to just about sweet 1
anyone. I've seen it several satirical 1
times, and I'm always happy adventure 1
to see it again whenever | genre 1
have a friend who hasn't fairy 1
seen it yet! humor 1

have 1

great 1

Source: https://koushik1102.medium.com/nlp-bag-of-words-and-tf-idf-explained-fd1f49dce7c4




Bag of Words

Order of the words doesn’t matter, only their occurrence matters.

- Simple, efficient, and a decent baseline.

Positive or
> Negative
Sentiment?

72
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Bag of Words

Order of the words doesn’t matter, only their occurrence matters.

- Simple, efficient, and a decent baseline.
- Ignores context!
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Bag of Words

Order of the words doesn’t matter, only their occurrence matters.

- Simple, efficient, and a decent baseline.
- Ignores context!

Other reviews said it was disappointing, but I felt it was good.

Other reviews said it was good, but | felt it was disappointing.
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n-gram Models

Order of the n-grams doesn’t matter, only their occurrence matters.
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n-gram Models

Order of the n-grams doesn’t matter, only their occurrence matters.

The cat sat on the mat.

Bag of Words

76
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Continuous Bag of Words

“You shall know a word by the company it keeps” - J.R. Firth
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Continuous Bag of Words

“You shall know a word by the company it keeps” - J.R. Firth

target word

redict

nn*
| |
Y

Context words Context words
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Masked Language

Sentence:

Modeling

Mask 1 Predictions:

The keys to the cabinet

70.3% were

10.1% |
[MASK] on the table| ay
Sentence: Mask 1 Predictions:
89.7% key5

The [MASK] to the cabinet
were on the tablel

1.7% contents

Sentence:

Mask 1 Predictions:

The [MASK] to the cabinet
[MASK] on the table.\

708% keys

18.2% key

Mask 2 Predictions:
36.6% was

92.0% were




Causal Language Modeling

Predicting the next word based on previous words.

My

My name

My name

My name

) [ Sylvain J

o

is

i Sylvain J

a

80




Causal Language Modeling

Falcon LLM

Pioneering the Next Genération of
Language Models

81




Embeddings




Why Embeddings?




Why Embeddings?

Blood pressure = w*Dosage + b = 134 = 0.7*20 + 120

Makes sense

84
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Why Embeddings?

Blood pressure = w*Dosage + b = 134 = 0.7*20 + 120
Makes sense

(112, 111, 98, 79, 97, 130, 124, 122, 127, 72]

(142, 124, 103, 104, 91, 92, 110, 100, 114, 65]

(137, 137, 119, 100, 98, 85, 98, 86, 94, 55] “Applying a filter”
[147, 142, 145, 129, 113, 99, 86, 81, 87, 62] pplying a filte|
[143, 140, 141, 139, 137, 135, 153, 98, 87, 55 T
[147, 151, 150, 148, 115, 163, 241, 170, 111, 82]

[152, 153, 152, 141, 60, 129, 202, 150, 127, 146] 110 |-1 113 |4
(134, 142, 152, 99, 52, 99, 128, 107, 134, 148
(136, 135, 131, 56, 74, 94, 119, 133, 144, 143] * * %] =
(133, 138, 105, 50, 79, 87, 93, 137, 146, 145] 2 |0 |2 W2 | 1 = FR 252 N0 K 1EH (G2) TR =
(131, 136, 90, 64, 80, 89, 80, 130, 135, 137]
1127, 125, 67, 80, 71, 85, 92, 134, 137, 131] o * %
(118, 119, 48, 76 134, 133, 136] 1 0 -1 2.0 [R5 2: ERN2 4 OXE8 (~1)X2
[119, 114, 52, 100, 60, 10, 42, 101, 123, 132]
(114, 106, 81, 113, 22, 14, 59, 120, 131, 126]
[167, 109, 92, 65, 20, 64, 121, 125, 128, 134] , ‘
[167, 116, 35, 37, 75, 123, 136, 127, 124, 130 fitter e

[164, 121, 94, 111, 124, 124, 129, 130, 118, 124]

[162, 119, 127, 125, 122, 128, 129, 125, 126, 114]

(114, 117, 116, 115, 108, 116, 124, 120, 131, 128] a es sense
[113, 111, 108, 101, 104, 112, 112, 120, 118, 114]

(101, 105, 101, 91, 98, 107, 103, 109, 108, 109]

[98, 94, 965, 94, 93, 99, 99, 100, 110, 115

(103, 99, 92, 91, 9, 98, 87, 89, 91, 103]

(102, 95, 90, 90, 92, 99, 91, 97, 95, 92]

%1+ 0%3 + (-1)*4

~
@
@
s
®
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Why Embeddings?

Blood pressure

(102,

111,
124,
137,
142,
140,
151,
153,
142,
135,
138,
136,
125,
119,
114,
106,
109,
110,
121,
119,
17,
111,
105,

%,

99,

95,

98,
103,
119,
145,
141,
150,
152,
152,
131,
105,

90,

67,

52,
81,

35,
9%,
127,
116,
108,
101,
96,

90,

79,
104,
100,
129,
139,
148,
141,

99,

56,

64,
80,

100,
113,
65,

111,
125,
115,
101,
91,
94,
9,
90,

= w*Dosage + b = 134 = 0.7*20 + 120

97,

130,
92,
85,

135,
163,
129,
9o,
94,

89,
85,

10,
14,
64,

123,

124,

128,

116,

112,

107,
99,

99,

124,
110,
98,

153,
241,
202,
128,
119,

80,
92,

42,

59,
121,
136,
129,
129,
124,
112,
103,

90,

91,

122,
100,
86,
81,

170,
150,
107,
133,
137,
130,
134,
134,
101,
120,
125,
127,
130,
125,
120,
120,
109,
100,

97,

72]

65]

55]

62]

55]

82]
146)
148]
143]
145]
137]
131]
136]
132]
126]
134]
130]
124]
114]
128]
114]
109]
115]
103)

92]

Makes sense

“Applying a filter”
‘ 1 o |- 3 |4 T+ 0%3 4 ()4
‘2 0 | 2 1 11 = + 2% 40X+ (2) ¥ = -1
‘ 1 0 |-1 5 |2 +  1%2 4+ 0%5+(-1)*2
filter input

Makes sense

The cat sat on the mat = The*0.7 + cat*1.3 + ...
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Why Embeddings?

Blood pressure

[119,
(114,
(107,
[107,
(104,
[102,
(114,
[113,
(101,
[ 98,
(103,
(102,

111,
124,
137,
142,
140,
151,
153,
142,
135,
138,
136,
125,
119,
114,
106,
109,
110,
121,
119,
17,
111,
105,

%,

99,

95,

98,
103,
119,
145,
141,
150,
152,
152,
131,
105,

90,

67,

52,
81,

a8,
9%,
127,
116,
108,
101,
96,
92,
90,

79,
104,
100,
129,
139,
148,
141,

99,

56,

64,
80,

100,
113,
65,

111,
125,
115,
101,
91,
94,
9,
90,

= w*Dosage + b = 134 = 0.7*20 + 120

97,

130,
92,
85,
99,

135,

163,

129,
90,
94,
87,
89,
85,
60,
10,
14,
64,

123,

124,

128,

116,

112,

107,
99,

99,

124,
110,
98,

153,
241,
202,
128,
119,

80,
92,

42,

59,
121,
136,
129,
129,
124,
112,
103,

90,

91,

122,
100,
86,
81,

170,
150,
107,
133,
137,
130,
134,
134,
101,
120,
125,
127,
130,
125,
120,
120,
109,
100,

97,

72]

65]

55]

62]

55]

82]
146)
148]
143]
145]
137]
131]
136]
132]
126]
134]
130]
124]
114]
128]
114]
109]
115]
103)

92]

Makes sense

“Applying a filter”
1 /0 |1 1 (3 ‘ 4 %1 + 0*3 + (-1)*4
2 |0 |-2 2/ | B ‘1 = +  2%2 +0*+(-2)*¥ = A
1 0 -1 2 5 ‘ 9 +  1%2 +0%5 +/(=1)*2
filter input

Makes sense

We need a way to numerically
represent language

The cat sat on the mat = The*0.7 + cat*1.3 + ...

22?2
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Embeddings as Sequential Numbering

The cat sat on the mat
1 2 3 4 1 5

Will this work?
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Embeddings as Sequential Numbering

The cat sat on the mat
1 2 3 4 1 5

Will this work?

Are the words ‘the’ and ‘cat’ similar? 2-1 = 1. Yes
Are the words ‘the’ and ‘mat’ similar? 5-1 = 4. No

We have encoded wrong similarity information into
these embeddings without even wanting to!
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Embeddings as One Hot Encoding

( the
cat
sat

on
the

\ mat )

oo O = O

S O O = O O

S O = O O O

Is this better?
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Embeddings as One Hot Encoding

( the
cat
sat

on
the

\ mat )

\ 0

oo O = O

& & Q = O &3

S O = O O O

1)

Is this better?

Better. Distance or ‘similarity’ between any 2 feature vectors is now the same!

But we’re not done yet.

This representation does not have the problems of sequential numbering but it
also holds no similarity information about the relationship between words.

91

# Mila



Embeddings as Distributed
Representation

Numerical representation with correct comparative value!
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Embeddings as Distributed
Representation

Numerical representation with correct comparative value!

& ®¢ & ¥ cs? ‘\\: )
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§<-"> *é&& ‘\.‘3"& \\e'&“s no pattern O O O O
no pattern O O O O
D | eoeo
| JOXOX®,
— 0000
=/ 0000
) coeo ) eococe
— 000@ < 0000
One hot encoding Distributed Representation

93

# Mila



Embedding Matrix

one hot encoding
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the >

dog—>
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embedding
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word embedding
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Embedding Matrix

Once we have numerical representation of the language, we can use the
learning methods we studied earlier.

And some special methods designed just for NLP!
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NLP with Deep
Learning




Why deep learning?




Why deep learning?

- Learn to extract features
- Data-driven learning

- End-to-end learning

- Scalable

- High Performance
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Why deep learning?

Classical NLP
Pre-processing Modeling Output
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- 3
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Document

..............................................................

Deep Learning-based NLP
Embedding Neural Network(s) Output Units Output

B

Pre-processing

Document
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Why deep learning?

Classical NLP
Pre-processing Modeling Output

'Hsl]—[su,b }.[:H et Yo vastng Jo e Jo{ )

T .
. .
|
. | Feature A | :
='cinirairaicsin e
| | I
: L
I 0 33
I | |

..............................................................

Learn to extract features instead
Deep Learning-based NLP of manually creating features

Embedding Neural Network(s) x Output Units Output

B

Document
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Why deep learning?

Classical NLP
Pre-processing Modeling Output

'Hsl]—[su,b }.[:H et Yo vastng Jo e Jo{ )

T .
. .
|
. | Feature A | :
='ciniraicraicsin e
| | I
: L
I 0 33
I | |

..............................................................

Deep Learning-based NLP

Embedding Neural Network(s) Output Units Output
Data-driven learning & B
- B
— Pre-processing
Document
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Why deep learning?

Classical NLP
Pre-processing Modeling Output
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. | Feature A | :
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Deep Learning-based NLP A
{ Embedding Neural Network(s) Output Units A Output
b u
— Pre-processing
Document
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Why deep learning?

Classical NLP
Pre-processing Modeling Output
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Deep Learning-based NLP High Performance!
Scalable with growing Embedding Neural Network(s) Output Units Output

data and parameters Y Y V> Frisss T L "
I -m

P
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NLU Pipeline




NLU Pipeline

The movie was good.
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NLU Pipeline

The

i

T.

movie was good
I I I
Tokenization

T

The movie was good.
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NLU Pipeline

Ol~0/0[@]
Ol~@[0[0]
@RE00
@RE00
Ol~[0/@l@|

Embedding Layer

The movie was good

Tokenization

The movie was good.
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NLU Pipeline

Ol~0/0[@]

The

All models we will study...

Ol~@[0[0]
@RE00
@RE00
Ol~[0/@l@|

Embedding Layer

movie was good

Tokenization

The movie was good.
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NLG Pipeline
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NLG Pipeline

All models we will study...
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NLG Pipeline

All models we will study...
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NLG Pipeline
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NLP Pipeline

T

[ Distribution over Tokens
f

All models we will study...
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[ Tokenization

T

Input Sentence
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Sneak Peek

e RNNs, LSTMs, Attention, Transformers
e Large Language Models (LLMs) - ChatGPT, Claude, etc.
e Responsible NLP

In the next two classes
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