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A quick recap …

- Convolutional Neural Networks (CNNs)
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Any questions from previous sessions?



8

Goals today…

- Modern NLP Pipeline: Large Language Models (LLMs)
- Self-supervised Learning; Scaling Laws

- Additional Components
- Fine-tuning and RLHF
- Retrieval Augmented Generation; Mixture of Experts

- Extension of LLMs
- Multilingual LLMs; Vision Language Models; LLM Agents

- Responsible NLP
- Bias, Privacy, and Hallucinations in LLMs
- Accountability
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Causal Language Modeling
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Causal Language Modeling

Unsupervised 
Learning

Donald Duck

Donald Fauntleroy Duck is a cartoon 
character created by the Walt Disney 
Company. 
Donald is an anthropomorphic white 
duck with a yellow-orange bill, legs, and 
feet. 
He typically wears a sailor shirt and cap 
with a bow tie.
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Large Language Models (LLMs)
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Large Language Models (LLMs)
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Scaling Laws

Source: Kaplan, Jared, Sam McCandlish, Tom Henighan, Tom B. Brown, Benjamin Chess, Rewon Child, Scott Gray, Alec Radford, Jeffrey Wu, and Dario 
Amodei. "Scaling laws for neural language models." arXiv preprint arXiv:2001.08361 (2020).
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Inference-Time Scaling

Source: Wu, Yangzhen, Zhiqing Sun, Shanda Li, Sean Welleck, and Yiming Yang. "Inference scaling laws: An empirical analysis of compute-optimal 
inference for LLM problem-solving." In The Thirteenth International Conference on Learning Representations. 2025.
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Inference-Time Scaling

Source: https://www.openxcell.com/blog/chain-of-thought-prompting/
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Inference-Time Scaling

Source: https://www.openxcell.com/blog/chain-of-thought-prompting/
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Pre-Training
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Supervised Fine-Tuning (SFT)
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Reinforcement Learning with Human 
Feedback (RLHF)
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Pre-Training, Fine-Tuning, and RLHF

Source: twitter.com/anthrupad
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Retrieval Augmented Generation (RAG)

Source: https://datasciencedojo.com/blog/guide-to-retrieval-augmented-generation/
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Retrieval Augmented Generation (RAG)

Source: https://valueminer.eu/retrieval-augmented-generation-rag/
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Retrieval Augmented Generation (RAG)

Source: https://valueminer.eu/retrieval-augmented-generation-rag/

Google Overviews
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Mixture of Experts (MoE) and Routing
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Mixture of Experts (MoE) and Routing

The movie was good.

A Big Transformer Model that understands both English and French

Positive

Le film était bon.

Positive

Training this model can 
be difficult!!

It is costly to run!
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Multilingual LLMs
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Vision Language Models
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Vision Language Models
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LLM Agents

Source: https://bytebytego.com/guides/what-is-an-ai-agent/



Responsible NLP in 
the era of LLMs
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Bias in LLMs

Source: https://hkotek.com/blog/gender-bias-in-chatgpt/
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Bypassing Security Guardrails in LLMs

Source: Deng, Gelei, Yi Liu, Yuekang Li, Kailong Wang, Ying Zhang, Zefeng Li, Haoyu Wang, Tianwei Zhang, and Yang Liu. "MASTERKEY: Automated 
Jailbreaking of Large Language Model Chatbots." In NDSS. 2024.
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Privacy Concerns with LLMs

Source: Carlini, Nicholas, Florian Tramer, Eric Wallace, Matthew Jagielski, Ariel Herbert-Voss, Katherine Lee, Adam Roberts et al. "Extracting training 
data from large language models." In 30th USENIX security symposium (USENIX Security 21), pp. 2633-2650. 2021.
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LLM Hallucinations

Source: Zhang, Yue, Yafu Li, Leyang Cui, Deng Cai, Lemao Liu, Tingchen Fu, Xinting Huang et al. "Siren's song in the AI ocean: a survey on 
hallucination in large language models." arXiv preprint arXiv:2309.01219 (2023).
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LLM Hallucinations



62

Accountability for LLMs



63

Accountability for LLMs



64

Accountability for LLMs



65

The final recap …



66

The final recap …

- Self-Supervised Learning



67

The final recap …

- Self-Supervised Learning
- Scaling Laws

Source: Kaplan, Jared, Sam McCandlish, Tom Henighan, Tom B. Brown, Benjamin Chess, Rewon Child, 
Scott Gray, Alec Radford, Jeffrey Wu, and Dario Amodei. "Scaling laws for neural language models." arXiv 

preprint arXiv:2001.08361 (2020).



68

The final recap …

- Self-Supervised Learning
- Scaling Laws
- Pre-Training, Fine-Tuning, and RLHF

Source: twitter.com/anthrupad



69

The final recap …

- Self-Supervised Learning
- Scaling Laws
- Pre-Training, Fine-Tuning, and RLHF
- RAG and MoE



70

The final recap …

- Self-Supervised Learning
- Scaling Laws
- Pre-Training, Fine-Tuning, and RLHF
- RAG and MoE
- Multilingual LLMs; Vision Language Models; LLM Agents



71

The final recap …

- Self-Supervised Learning
- Scaling Laws
- Pre-Training, Fine-Tuning, and RLHF
- RAG and MoE
- Multilingual LLMs; Vision Language Models; LLM Agents
- Responsible NLP and Accountability


